
Ergodic Theory and Measured Group Theory
Lecture 20

Eagle .

A P - invariant Borel ✗ e- IN
" admits a generating

partition
, namely : Pn :=/ ✗ c- X : ✗ ( 1-it -- n } . Indeed

,

the itinerary nap later the stiff action/ is the identity.
Up to Bart isomorphism, these are all the exayles

this the def
.
of a generating partition) .

Theorem 1Weiss for 2
, kechrigte.li) . Aug alien in ✗

of a ctbl group
r admits a ctbl generating partition

( typically infinite) .

thus a mere informative notion is that of a finite generating
partition , birch wig

not exist in general . If it does exist
for say a 2-action

,
then whatever the static entropy

of tht partition is
,
it is the most clever partition for

the dynamical 70 - questions game .

Def
. let IN → 149) be a pup action by a transform .

T
. let P

be a finite partition of ✗ into measurable pieces. The

dynamic entropy of P wrt T is :



inf
gunna reflect"

HIP,T):= him 1-
n→, h

h / PVT
-'PVTZPV. . -VT

-

Hp)

this measures the expected info per day on average four days) gained
by Player 2 if they play P.

Thus
,
the closer HIP,T) i , to log IPI, the

smarter /more informative is the petition P. The entropy of T is :

hlt) := spup
HIP

,
T)
,

where P -a-
yes over all finite partitions .

in
sup may

not be achieved
,
in fact

,
it may be &.

let's understand why the quantity tnhivnt
"

is indeed the average

expected into gained in a day , and ihy the limit exits
.

Lemma ( Fekete)
.
If Ian) is a sub additive ugaeuu at nonnegative

reals
,
i. e. an-1m£ ant aw

,
then the limit

tin -9 exist and is viral to int .

henna
. If P I 02 are two finite partitions at X

,

thee

hlpv a) c- h (8) + hlQ) .
For the proof of this , also for its own sake

,
we introduce the



notions of conditional information and entropy . For a set Q :X
,
define

Ma - Ka) - Ma , which makes 111
,
he) into a prob. space . For any finite

partition P of X
,
the entropy of P nrt Ma is healD= -¥.pro/Pthg.klP.

We think of this as the expected into given by learning which piece of P

a random ✗EX is
,
if we already know tht ✗ c- Q .

Now for a partition
P

Q of X
,
the expected info of P conditioned on Q is

X ippon :X → IR
"

given by ip , qlx) :=hµ£P) for ✗c- Qt0.

Q The entropy of P conditioned on Oz is then the

expectation of ip ,a : HIPIQ) :
-

- IE lip ,a) =/ ipi-adM-EqhndB.MN
✗

= -¥, FzpralP)
- togHP) - NQ) = -¥a¥pMPnQ) . toy%Y¥ .

¥
lemma : (a) hl Va) = HIP / a) + hlQ) .

Pi
(b) h (Pl Q) c- HIP)

.

Qo Ai Qi Q]
Proof

.
Ia) is b

,
def I th is b

,
the concavity of t to - tbeyt .

(a) + (b) ⇒ h (PV G) c- HIP) -1h (0-2)
,
hick implies tht the sequence an :=

hlv Tip) is subadditive
,
so ly Fekete's lemma

, fin ¥ = infant exists .icu

Moreover
,
note tht the new info gained on day k c- IN is hlt

- "Pilfetip),
so h-hiYI-ip-I-zuhlt-KP.Y.at

- IP)
,
which justifies thinking of

this as the average info gained over u days .



Obs
.
HIT

-"
P) = HIP) these T is pnp) .

%

#④

Eagle .

For a Bernoulli shift ( ke
,
v2)

,
V a prob. measure

on k
, thing as P the base partition

Pi := { ✗ C- k
"
: ✗ lol -- il

,
i c- K

,

we see tht HIT
- '

P I D) = HIT
-'

P ) = LIP)
.

✗
by independence pup

Hence
,
h / V Tip) = h - h IP) , so
icu

HIP,T)=h /D= hlv) : = -Juli) logvli) .

ich

In particular , if u is the uniform £ measure
,
then HIP,T)=hlPl=hgk .

How does one find hlt) ? Also
,
if P is a finite generating partition,

that's the relationship between hlt) and HIBT) ?

theorem ( Kolmogorov - Sinai , 1958-59) . If P is a finite

generatingpartition ,
then HIT)=h(P

,
T)
,

this follows from the more general fact :
Theorem (Abramov)

.
If IPuke

,,

is a sequence at finite partitioss.tn.



Put, refines Pu and Vue ,µR generates B. (X) , then
hlt) = him hlpn ,

t) .

finite

Indeed
,
if P is augmenting partition then taking Pu :=VTiP works

.

in

Recalling tht there always exists an infinite ctbl generating partition
Q :-(Qi)ieµ ,

we can use Abramov 's theorem to compute hlt) .

Indeed
,

take Pu := VT
"
Thu
,
where 0in :=|Qo

,
Qi
,
-

y Qui , Y?nQi} .ich

Obs
.
If a

pup
action ZÑ(X

,
d) factors onto another action ZÑ

IYH ,
then hlt) > hls)

.

Proof
. Ay partition of Y pulls back to a partition of ✗ of the same entropy.

When (Y,H is a finite Bernoulli shift
,
the converse in true !

Sinai 's theorem 11964)
.
For a pup

action IÑ×,M
,
if hltlzhlv) for

7- partition P some measure on a finite set k
,
then the alien factors

V10) 0 into the corresponding Bernoulli shift 2M (k? v4.

v11) 1

my 2
In other words

,
there is a partition D= (Pilica

v14 K-1 of ✗ with MP;) -- vli) and the itinerary map
✗

Ip :X → KZ fer P maps 9 to v2
.



This theorem shows tht the entropy is large bend the action

encodes (weakly contains) a Bernoulli action
.

The partitions constructed in Sinai 's theorem need not be generating .
this makes use since a kite generating partition P bounds hlt) from

above ( as opposed to below) by the Kolmogorov- Siai theorem :
hlt) = h (RT) c- log IN .

Krieger showed tht the converse of this is true !

Krieger's Nuenen 119701 . If hlt) < login , then 7 a generating partition
of site U

.

this shows tht entropy is small ( not infinite only because there

is a finite generating partition lie . Player 2 has a winning

strategy in the dynamical 20 - peahens game) .


